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Abstract

Ensuring the robustness of data preprocessing pipelines is essential
for maintaining the reliability of machine learning model perfor-
mance in the face of real-world data shifts. Traditional methods
optimize preprocessing sequences for specific datasets but often
overlook their vulnerability to future data variations. This research
introduces a vulnerability score to quantify the susceptibility of
preprocessing components to data shift. We propose a Linear Re-
gression approach to establish a predictive relationship between the
vulnerability of the pipeline components and changes in themodel’s
performance. The generated relationships act as explanations for
practitioners of the system and help them quantify the robustness
of the pipeline to data shift. For a given pipeline, we generate an
explanation that highlights a tolerable threshold beyond which a
component is considered shift-vulnerable and is likely to contribute
to performance degradation. For the shift-vulnerable scenarios, we
further suggest a new pipeline for system maintainers that pre-
serves the model performance without retraining. The proposed
framework delivers a risk-aware assessment, empowering practi-
tioners to anticipate potential performance changes and adapt their
pipeline strategies accordingly. Experimental results on several real-
world datasets generate valid explanations for pipeline robustness
and demonstrate the opportunities in this field of research.
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1 Introduction

Machine learning (ML) pipelines have become a cornerstone in
modern data-driven decision-making systems. These end-to-end
pipelines comprise a sequence of operations (e.g., missing value
imputation, outlier detection, encoding, etc) that systematically
transform raw data into features for modeling [14, 17]. Optimizing
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such a pipeline is an essential practice in ML workflow. Conven-
tional approaches aim to find the best sequence of preprocessing
components that maximizes the model performance for a given
training dataset [7]. Tools such as AutoML [15] have enabled au-
tomated selection and tuning of pipeline configuration, offering
optimized results when both the training and deployment data are
drawn from the same distribution. However, this process is inher-
ently static, assuming that the data distribution remains unchanged
post-deployment. In real-world, ML pipelines operate in dynamic
scenarios where incoming data may deviate significantly from the
learned distribution. This phenomenon is known as data shift [23],
manifest primarily in two forms: covariate shift [11] and concept
shift [8, 19]. Covariate shift refers to changes in the input feature
distribution while the underlying correlation between feature and
label remains stable. On the other hand, concept shift occurs when
the relationship between inputs and outputs changes over time.
Such shifts can potentially degrade the model’s performance. In
this paper, we focus on covariate shift, as it is a significant form
of data shift [11]. The effect of covariate shift can be quantified
by the shift in first and higher-order statistics [20, 25]. This paper
addresses the critical research question: How vulnerable is an opti-
mized preprocessing pipeline when subjected to data shift? In other
words, we investigate whether a preprocessing pipeline optimized
on the original data distribution remains optimal under distribu-
tional shift. Consequently, this study offers alternative pipeline
suggestions aimed at preserving model performance without re-
quiring an expensive retraining process. This paper introduces a
novel perspective on quantifying the vulnerability of preprocess-
ing components using a composite vulnerability score, denoted as
VS. Instead of altering the model, we assess how shifts in the data
affect each pipeline component and estimate their contributions
to downstream performance changes. We synthetically generate
several post-deployment shifted scenarios and analyze the corre-
sponding vulnerabilities to generate a comprehensive explanation
for the practitioner of the system. This user-facing report includes
a robustness analysis of the existing model pipeline under vari-
ous data shift conditions and proposes a tolerable threshold for
VS, beyond which the pipeline is deemed vulnerable and signifi-
cant performance degradation is likely to occur. In such vulnerable
scenarios, we further recommend an alternative sequence of pre-
processing steps designed to preserve model performance without
the need for retraining. This study empowers users to anticipate po-
tential vulnerabilities within the pipeline and adapt their strategies
accordingly.
Summary of contributions. Our main contributions can be sum-
marized as follows:
• We formalize the notion of pipeline vulnerability to introduce
a new perspective on understanding and addressing data drift in
machine learning systems. (Section 3.1)
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Figure 1: An overview of the proposed framework to generate explanations for practitioners about the robustness of ML

pipelines under data drift. The blue-shaded section highlights the selection of the optimal sequence of tasks for preprocessing.

The red-shaded section presents the robustness checking component, while the green-shaded section provides explanations.

• We introduce the vulnerability score (VS), which quantifies the
susceptibility of pipeline components under drifted data scenar-
ios. (Section 3.1)

• We propose a linear regression approach to establish a relation-
ship between the VS and performance changes. (Section 3.2)

• We generate user-friendly explanations of the preprocessing
pipeline for a trained model and propose a tolerable threshold
for VS. Beyond this threshold, the pipeline is considered vul-
nerable, and we suggest an alternative sequence of pipelines to
preserve model performance without necessitating retraining.
(Section 3.3)

• We conduct experiments on two real-world datasets to validate
the research question and generate valid explanations. (Section 4)

We also highlight key research opportunities, outline existing chal-
lenges, and propose directions for future work (Section 5).

2 Preliminary

Supervised Learning.We consider a binary supervised learning
task for a given dataset D = {𝑋,𝑌 } represent a dataset with 𝑋 ∈
R𝑛×𝑑 as the feature matrix of 𝑛 samples and 𝑑 features and 𝑌 ∈ R𝑛

as the labels. Suppose there is a conditional distribution 𝑝 (𝑦 |
x) defined over D, where x ∈ 𝑋,𝑦 ∈ 𝑌 . Given training dataset
D𝑡𝑟𝑎𝑖𝑛 = {𝑑𝑖 }𝑛𝑖=1 = {x𝑖 , 𝑦𝑖 }𝑛𝑖=1 ∈ D, the learning task is to train
a classifier M that represents a distribution 𝑔 that captures the
target distribution 𝑝 as closely as possible. M learns a function
𝑓 : 𝑋 → 𝑌 that associates each data point x with a prediction
𝑦 = 𝑓 (x) ∈ {0, 1}, and is evaluated on D𝑡𝑒𝑠𝑡 ∈ D.
Data preprocessing pipeline. Input data D undergoes a series of
transformations (e.g., missing value imputation, outlier handling,
normalization) before training a model M. Each such transfor-
mation, or preprocessing component, is denoted by 𝑃𝑖 . A data
preprocessing pipeline, denoted by P, then is a sequence of 𝑚

transformations that are applied to 𝑋 before a model is trained:

P = {𝑃1, 𝑃2, . . . , 𝑃𝑚}
Given that dataset 𝑋 undergoes the operations in pipeline P, the
transformed (or, preprocessed) dataset is denoted by 𝑋 ′ = P(𝑋 ).
The preprocessing pipeline P is often optimized for model per-
formance (e.g., accuracy, mean squared error) on a given dataset.
Let Dorig = {Xorig,Yorig} ∈ D denote the original dataset used to
optimize the pipeline P.
Data drift. Let the original dataset follow the data distribution
D ∼ P𝐷 , and let a new, unseen dataset with the same schema
drawn from the same domain follow Dshift ∼ P𝐸 . We say Dshift
exhibits data shift if the data distribution of D is not equal to that
of Dshift, i.e., P𝐷 ≠ P𝐸 ; in this paper, we consider covariate shift
which is very common in real-world scenarios. Since it does not
require labeled data from the target domain, it is practical for many
applications [20, 23, 25].

Definition 2.1 (Optimal Pipeline). Given dataset D and a super-
vised learning algorithm, P∗ denotes the optimal pipeline which
is a set of task sequences for data pre-processing that result in the
optimal performance(e.g., accuracy, F1 score, loss) for model M
trained on dataset P∗ (D).

Problem Definition. Given the optimal pipeline P∗ on dataset D,
our objective is to quantify the vulnerability of the pre-processing
pipeline P∗ to data shift and generate explanations for practitioners
under unseen data shift scenarios, i.e., when PD ≠ PDshift .

3 Methodology

In this section, we propose a novel vulnerability score to measure
the susceptibility of each pre-processing component to covariate
shift in data distribution and provide a performance error estima-
tion framework of vulnerability caused by the vulnerability score.
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We present our proposed framework in Figure 1 that illustrates an
ML workflow followed by data pre-processing, training, and evalu-
ation (upper half of figure). The lower half of the figure shows our
research question, with our research efforts on robustness check (de-
picted in the red-shaded box) and pipeline explanation generation
for the practitioner (depicted in the green-shaded box).

3.1 Preprocessing Vulnerability Score (VS)

Given pipeline P and shifted dataset Xshift, we first quantify the
vulnerability score of P in terms of the sensitivity of each prepro-
cessing component 𝑃𝑘 ∈ P to the shift Xshift from the original
dataset Xorig and the resulting dissimilarity in the distribution of
their corresponding post-processed datasets. We then collate the
vulnerability scores under various data shift scenarios to generate
a vulnerability score matrix for the pre-processing pipeline P.

3.1.1 Sensitivity of preprocessing step 𝑃𝑘 to X
shift

. The sensitivity
𝑆𝑃𝑘 of a preprocessing component 𝑃𝑘 to data drift is calculated as
the average absolute difference between the original dataset and
the drifted dataset, after component 𝑃𝑘 is performed.

𝑆𝑃𝑘 (Dorig,Dshift) =
1
𝑛𝑑

𝑛∑︁
𝑖=1

𝑑∑︁
𝑗=1

���𝑥𝑜𝑟𝑖𝑔𝑖 𝑗
− 𝑥

𝑠ℎ𝑖 𝑓 𝑡

𝑖 𝑗

��� (1)

where 𝑥𝑜𝑟𝑖𝑔 ∈ 𝑃𝑘 (Xorig) and 𝑥shift ∈ 𝑃𝑘 (Xshift), 𝑛 is the number of
samples, and 𝑑 is the number of features. Equation 1 captures the
first-order shift statistics and calculates the sensitivity of each pre-
processing component to the drift immediately after that particular
transformation. For instance, in the case of normalization using
standardization, we apply the transformation as follows:

𝑃𝑘 (Xorig) =
𝑋 − 𝜇𝑋

𝜎𝑋

𝑃𝑘 (Xshift) =
𝑋 ′ −

(
𝜇𝑋 + Δ𝑋

)
𝜎𝑋 + ΔΣ

where, Xorig ∼ (𝜇𝑋 , 𝜎2𝑋 ) belongs to the original distribution. We
compute the sensitivity of a component 𝑃𝑘 using Equation 1 which
measures the distributional shift. Since evaluating all components
in the entire pre-processing pipeline P can be computationally
intensive, we adopt a sampling strategy to select a representative
subset P′ ⊂ P. To guide this selection, we leverage SHAP (SHapley
Additive exPlanations) [9], a data valuation method that quantifies
the contribution of each component, enabling us to identify and
prioritize the most influential pre-processing steps.

3.1.2 Distribution dissimilarity between processed Xorig and pro-

cessedX
shift

. Measuring the local distributional shift for each pipeline
component is not sufficient to capture the global distortion due to
the drift [4, 25]. We therefore measure the distributional dissim-
ilarity between the processed original and the processed shifted
datasets using KL-Divergence [18]. KL-Divergence measures the
amount of information lost when using one probability distribution
to approximate another distribution, and quantifies the higher-
order shift between the two distributions. Formally, KL-divergence
can be written as follows:

𝐷KL (P(Xorig∥P(Xshift)) =
∑︁
𝑥

P(Xorig) log
P(Xorig)
P(Xshift)

(2)

3.1.3 Vulnerability of pipeline component 𝑃𝑘 to X
shift

. Using the
sensitivitymeasure and distribution dissimilarity as described above,
we now compute the vulnerability score of component 𝑃𝑘 to the
shifted dataset Xshift as follows:

VS𝑃𝑘 = 𝜆1𝑆𝑃𝑘 + 𝜆2𝐷KL
(
𝑃orig, 𝑃drift

)
(3)

where 𝜆1, 𝜆2 ∈ (0, 1] are tunable parameters. A higher value of 𝜆1
places more emphasis on the contribution of pipeline sensitivity,
while a higher value of 𝜆2 assigns greater importance to higher-
order moments of shift to shape the vulnerability score.

3.1.4 Pipeline vulnerability to X
shift

. In the previous subsections,
we quantified the vulnerability of each component of a pipeline to
any shift in the original dataset. The vulnerability of pipeline P
for a particular shift in Xshift can be denoted as [VS𝑃1 , . . . ,VS𝑃𝑚 ]𝑇
quantified as their aggregated sum:

VS(P) =
𝑚∑︁
𝑘=1

VS𝑃𝑘

To compute the vulnerability of pipeline P to different shifts, we
compute its vulnerability to several simulated shifts. We simulate
𝑛 shifted datasets through a data drift function 𝑔 by perturbing
a controlled amount of noise into the original dataset where the
perturb parameter 𝜌 indicates the percentages of data points that are
being perturbed. For the original datasetXorig, we generate𝑛 drifted

datasets Xshift, 𝑗 = 𝑔 𝑗

(
Xorig

)
where 𝑗 ∈ [1, . . . , 𝑛]. Data set Xshift, 𝑗

represents a unique drift scenario. Computing the vulnerability of
the pipeline to each of these drift scenarios results in the following
pipeline vulnerability matrix:

VS =



VS11 VS21 . . . VS𝑛1
VS12 VS22 . . . VS𝑛2
.
.
.

.

.

.
. . .

.

.

.

VS1𝑚 VS2𝑚 . . . VS𝑛𝑚


where VS𝑗

𝑘
denotes the vulnerability score of component 𝑃𝑘 under

the drifted dataset Xshift, 𝑗 . The matrix VS across different datasets
captures the susceptibility of each component to varying types of
drift. A higher value of VS indicates relatively greater potential to
vulnerability.

We aim to generate a report for the practitioner with a toler-
able threshold 𝜏 beyond which a component is considered drift-
vulnerable and might cause performance to decline. Identifying
such a threshold for VS is challenging due to the absence of ground
truth. Therefore, we empirically analyze the trend of VS, its corre-
sponding gradient, and the associated performance degradation to
define a tolerable threshold. We compute the gradient 𝜕VS

𝜕𝜌 at each
VS point where 𝜌 denotes the perturbation parameter. Future work
will focus on developing a theoretical framework for determining
this threshold more rigorously.

3.2 Performance Error Estimation

This work proposes a lightweight and efficient framework that
leverages a vulnerability score to estimate performance degradation
due to data shift. The key idea is to model the degradation as a
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Figure 2: The results demonstrate the vulnerability score (VS) and its gradient for mean value imputation under different types

of noise—Missing Value Injection (MVI) and Outlier Injection (OI). As the severity of noise increases, VS exhibits a consistent

trend, indicating its sensitivity to noise-induced perturbations.

function of a dataset-level VS using a simple regression model.
This approach requires no retraining of the underlying model and
allows for fast, real-time estimation of performance degradation
in deployment scenarios. Let 𝐴(D) and 𝐴(Dshift) represent the
model’s accuracy on the clean and shifted datasets, respectively.
The observed performance degradation is defined as:

Δ = 𝐴(D) −𝐴(Dshift) .

Now, leveraging the vulnerability score VS ∈ R𝑛×𝑚 that quantifies
the degree of distributional shift between D and Dshift, our goal
is to predict Δ directly by utilizing VS. We construct a training
dataset T = {VS,Δ} by generating multiple (D,Dshift, i)𝑛𝑖=1 pairs
with varying levels and types of shifts. For each pair, we compute
the vulnerability score VS𝑗

𝑖
and the corresponding performance

degradation Δ𝑖 . A regression model R : VS → Δ is then trained to
learn the mapping from shift severity to performance degradation:

Δ̂(VS𝑃𝑘 ) = 𝑓 (VS𝑃𝑘 )

To enhance interpretability and safety, we optionally estimate
the standard deviation of the residuals from the regression model
and construct a confidence-adjusted interval:

Δ ∈
[
Δ̂(VS𝑃𝑘 ) − 𝑧 · �̂�, Δ̂(VS𝑃𝑘 ) + 𝑧 · �̂�

]
,

or apply a fixed safety margin 𝜖 to account for worst-case scenarios:

Δ = Δ̂(VS𝑃𝑘 ) + 𝜖.

Despite its simplicity, this approach provides a strong and in-
terpretable baseline for predicting performance degradation us-
ing data-centric indicators, and can be extended with uncertainty-
aware or meta-feature-based techniques in future work.

3.3 Generating Explanation

Given the VS matrix defined in Section 3.1.4, along with a toler-
able threshold 𝜏 and a learned model R, we generate user-facing
explanations that characterize pipeline robustness under data drift.
While the development of an automated method for recommend-
ing alternative pipeline sequences in drift-vulnerable scenarios is
left for future work, this study demonstrates the potential of such
recommendations. An illustrative example of the comprehensive
explanation framework proposed in this study is presented below:

Quantification: This pipeline exhibits a vulnerability score

of VS = 7 which means any shift in the training data will
likely result in a decline of the model performance by 3-5%.

Explanation: The most vulnerable component is missing
value imputation using mean.

Intervention: Change the missing value imputation from
mean to median to preserve model performance with a drop
of < 1%.

4 Preliminary Experiments

4.1 Experimental setup

4.1.1 Datasets. We consider two real-world datasets popular in
machine learning literature. AdultIncome [6] dataset is used to
predict whether an individual’s annual income exceeds $50, 000 by
analyzing a range of demographic and socio-economic factors.Ger-
man Credit [16] dataset contains information on 1,000 individuals
classified as having good or bad credit risk, based on 20 categorical
and numerical attributes.

Table 1: Vulnerability Score for two datasets under different

data shift scenarios. VSP1 and VSP2 represents VS for mean

imputation and standardization respectively. MV represents

Missing Value injection.

AdultIncome GermanCredit

Injection Type (𝑔) 𝜌 VSP1 VSP2 VSP1 VSP2

MV Injection

0.1 7.93 0.14 6.70 0.014
0.2 18.07 0.28 11.89 0.024
0.3 27.23 0.39 16.96 0.030
0.4 37.94 0.58 22.87 0.040
0.5 46.92 0.77 29.46 0.060

Outlier Injection

0.1 5.48 0.06 3.15 0.01
0.2 10.14 0.10 7.63 0.02
0.3 14.84 0.15 9.10 0.05
0.4 18.74 0.19 12.80 0.06
0.5 22.79 0.24 15.57 0.09
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4.1.2 Settings. We consider optimizing the pipeline for the entire
datasetD, which implies that the modelM is trained and evaluated
using the same dataset. Regarding the preprocessing component,
we consider the following methods: Missing value imputation meth-
ods ∈ {Mean, Median, Mode}, scaling methods ∈ {Standardization,
Min-Max}, and Outlier Handling techniques ∈ {IQR, Z-score}. For
each dataset, we first optimize the pipeline, resulting in a return set
P for the pre-processing component. Next, we evaluate the model’s
performance under various scenarios by introducing controlled
noise, specifically injecting outliers and missing values. The param-
eters 𝜆1 and 𝜆2 are set arbitrarily to 0.2 and 1, respectively. We use
logistic regression for the classification tasks.
Source code.The source code for the study is available at this
link:Code

4.2 Primary results

4.2.1 Reporting VS. In this series of experiments, we report the
vulnerability of mean value imputation and standardization scaling
used to transform the original data for model training for both
datasets. To analyze the vulnerability score (VS), we introduce two
different types of noise: missing values and outliers, varying from
10% to 50% of the total data size. Each dataset is then preprocessed
using the previously mentioned components. Subsequently, we cal-
culate the VS using the equation 3 for each modified dataset. The
resulting vulnerability score matrix is presented in table 1. VS𝑃1
and VS𝑃2 represent the vulnerabilities associated with missing val-
ues imputation and scaling, respectively. The results indicate that,
among the two datasets, the pre-processing components are more
susceptible to data shifts caused by missing value injection than to
outlier injection. The inclusion of additional missing values, which
undergo mean value imputation during the preprocessing stage,
shifts the distribution significantly. In contrast, most injected ex-
treme values were effectively clipped by the IQR outlier handling
method, making the components less vulnerable to shifts caused by
outliers. As discussed in Section 3.1.1, the sensitivity of each pre-
processing component is measured immediately after it is applied.
Consequently, standardization (VS𝑃2 ) tends to exhibit relatively
smaller vulnerability scores compared to mean imputation, due
to its placement later in the pipeline. To ensure a fair and com-
parable evaluation across components, we additionally compute
the corresponding gradient magnitude as a normalized sensitivity
metric.

4.2.2 Pipeline Explanation. In this section, we provide an intuitive
user-facing explanation to help end-users understand how suscep-
tible the optimized preprocessing components are to distributional
shifts in real-world scenarios. We simulate n perturbed data sets by
injecting controlled levels of noise (𝜌 ∈ [0, 20]% of the data) and
compute the corresponding vulnerability scores (VS) for each pre-
processing component. Through this empirical evaluation, define
a tolerable noise threshold (𝜏 described in Section 3.1.4) beyond
which the pre-processing step becomes vulnerable, indicated by a
significant degradation in model performance and vice-versa. As-
suming a user-defined tolerable performance degradation threshold
𝛿 , we define the vulnerability threshold 𝜏 as the point at which the
model’s performance drops by more than 𝛿 relative to the baseline
model trained on the original dataset. In our experiments, we set

𝛿 = 0.03, indicating that the user is only willing to tolerate up to a
3% decline in performance compared to the baseline. Figure 2 illus-
trates experiments conducted on two distinct datasets, evaluating
the VS of a representative preprocessing method—mean value im-
putation—under two types of perturbations: missing value injection
and outlier injection. The vertical red line highlights the identified
threshold, implying that beyond this point, performance declines
by 3%. We observe a notable pattern at the identified threshold
points: the model performance exhibits a sharp decline, and cor-
respondingly, the vulnerability score (VS) of the current pipeline
experiences a sudden increase—reflected by a steep gradient trend.
This relationship underscores the correlation between the vulnera-
bility score (VS) and performance degradation under distributional
shifts. To operationalize this insight, we train a regression model
R as described in Section 3.2 that maps the VS values computed
across various drifted scenarios to the corresponding performance
changes. This allows us to quantify and anticipate the degree of
degradation solely based on the vulnerability profile of the prepro-
cessing pipeline. However, for instance, our proposed user-facing
report of the pipeline robustness from the experiment is as follows:

Quantification: Given a shifted version of the Adult Income
dataset, a given pipeline exhibiting a vulnerability score of
VS = 6.2 > 𝜏 = 4.9, the performance of modelM with the cur-
rent pre-processing pipeline is likely to decline by around 4%.

Explanation: The most vulnerable component is missing
value imputation using mean.

This positive correlation between VS and Δ motivates the as-
sumption that, to generalize a pre-trained modelM under distribu-
tional shift, one can strategically alter the sequence of preprocess-
ing components—prioritizing those with lower vulnerability scores
(VS ↓) to mitigate performance degradation without retraining the
model.

5 Research Challenges and Future Works

The proposed user-facing pipeline for explanation development is
currently in its early stages. The experimental results are not yet
fully intuitive, and there is still a bunch of research to be conducted
to address various challenges. We will now discuss some of these
research challenges and outline further work that needs to be done.

Our proposed vulnerability score for preprocessing components
serves as a proxymetric, lacking direct ground truth. This presents a
key challenge in assessing the accuracy and reliability of the vulner-
ability quantification. To address this issue, we aim to investigate a
potential causal relationship between the computed vulnerability
score and the observed performance changes. While our exper-
imental results in Figure 2 exhibit a consistent upward trend in
vulnerability with increasing noise severity, this correlation alone
does not establish causality. Further validation is required across di-
verse datasets and drift types. Alternatively, expert judgment from
domain practitioners could serve as a form of ground truth calibra-
tion. In the experiments, we focused on injecting only one type of
noise into the dataset at a time. However, in the real world, multiple
forms of noise can coexist in a dataset. Our future work will involve

https://github.com/jahid674/Ex-plaining-ML-Pipeline
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Table 2: A user-facing explanation for a new drifted dataset D
shift

, assessing the pipeline vulnerability, consequences, and

suggesting the probable remedy with respect to a modelM trained on the original dataset D.

Description Explanation (for a particular scenario)

Vulnerability Score (VS) 4.5
Vulnerability threshold, 𝜏 3
Existing Pipeline P = (Imputation: Mean → Outlier: IQR → · · · → Dimentionality Reduction: PCA)
Most Vulnerable Component Mean Value Imputation
Performance Degradation (Δ) 3.5%
Suggested Pipeline P = (Imputation: Median → Outlier: IQR → · · · → Dimentionality Reduction: PCA)
Retraining needed? No

considering various types of noise simultaneously. We aim to ex-
tend the experiments on non-structured data and different learning
settings as well. In addition, rather than training a regression model
R to predict performance degradation Δ, we aim to develop a shift
profiling approach that leverages meta-features of each pipeline
run to estimate Δ. This strategy significantly enhances efficiency
by avoiding repeated model retraining.

A significant body of work has addressed data shift from amodel-
and data-centric perspective, focusing on building generalized mod-
els that adapt to new data distributions by updating learned param-
eters or transforming data [23]. The current work explores a com-
plementary direction: addressing data shift from the preprocessing
pipeline perspective. In Section 4.2.2, we observe an interesting cor-
relation between the vulnerability score (VS) and performance (Δ),
suggesting that VS can act as a surrogate indicator of downstream
performance changes. This raises an intriguing possibility—can we
mitigate performance degradation by optimizing the preprocessing
pipeline alone for unseen data in the deployed phase, without mod-
ifying the trained model? If VS can be minimized under data drift,
it may be possible to identify new, more robust pipeline configu-
rations, thereby avoiding expensive retraining procedures. Future
work must investigate both theoretical guarantees and empirical
trade-offs between pipeline optimization and full model retraining
to understandwhen one is sufficient or preferable over the other.We
further aim to offer comprehensive, user-facing explanations that
encompass the vulnerability assessment, potential consequences,
and actionable remedies, as illustrated in Table 2. These explana-
tions are designed to assist end-users in understanding the implica-
tions of pipeline vulnerabilities and in making informed decisions.
Data scientists may consider including such interpretive reports
alongside deployed models, outlining how the pipeline behaves
under different scenarios. This approach can help users anticipate
potential risks and implement appropriate mitigation strategies
proactively.

6 Related Work

The study in this paper is related to the following research areas:
data shift, model-centric vs data-centric solutions, and robustness
and explanation of pipeline configurations. While these areas have
been studied extensively, our approach of providing a pipeline ex-
planation to the end-user along with a vulnerability report and
suggesting a new sequence for the pipeline is novel. Traditionally,
most solutions to deal with data shift have been model-centric,

focusing on making models more robust through fine-tuning, reg-
ularization, or ensembling [12, 13, 21]. However, the emerging
data-centric AI paradigm emphasizes improving data quality and
pipeline configurations, identifying root causes rather than alter-
ing model parameters [5, 27]. This transition underscores the need
to explore robustness beyond model weights—particularly in how
data is preprocessed before modeling. Pre-processing pipelines typ-
ically comprise steps such as imputation, outlier detection, etc.
While pipeline optimization methods (e.g., AutoML, Reinforcement
Learning, Meta Learning-based, Human-centric) aim to maximize
performance on a given dataset [1, 2, 7, 24], these static sequences
are rarely evaluated under data shift. Several research studies quan-
tify the impact of data pre-processing on datasets [21, 28]. Some
recent works have addressed pipeline what-if analysis [10], fairness,
and interpretability [3, 26]. Most of the Explainable AI research
primarily focuses on describing the model’s behavior [22]. To our
knowledge, this is the first study that quantifies the vulnerability of
individual pipeline components under drift and explains the overall
behavior of the pipeline. Understanding this behavior is crucial, as
even optimal models can fail if upstream transformations introduce
bias or noise when facing shifted data.

7 Conclusion

This work initiates a novel direction in assessing machine learning
pipeline vulnerability and providing an explanation to the practi-
tioner. This study also offers a new pipeline sequence by optimizing
the vulnerability to preserve the performance, avoiding retraining.
Through a vulnerability score framework, we present a lightweight,
interpretable method to anticipate performance degradation under
data drift without retraining. While promising, the current results
are preliminary, limited by the absence of ground truth and the
complexity of real-world scenarios. Moving forward, establishing
causality between vulnerability and model degradation, supporting
multi-drift analysis, and offering actionable, user-centered explana-
tions remain essential to prioritizing robustness in ML deployment.
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