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ABSTRACT

Machine learning (ML) models, while increasingly being used to
make life-altering decisions, are known to reinforce systemic bias
and discrimination. Consequently, practitioners and model devel-
opers need tools to facilitate debugging for bias in ML models. We
introduce Gopher, a system that generates compact, interpretable
and causal explanations for ML model bias. Gopher identifies the
top-𝑘 coherent subsets of the training data that are root causes
for model bias by quantifying the extent to which removing or
updating a subset can resolve the bias. We describe the architecture
of Gopher and will walk the audience through real-world use cases
to highlight how Gopher generates explanations that enable data
scientists to understand how subsets of the training data contribute
to the bias of a machine learning (ML) model. Gopher is available
as open-source software; The code and the demonstration video
are available at https://gopher-sys.github.io/.
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1 INTRODUCTION

Despite the success ofmachine learning (ML) inmaking life-changing
decisions, there are concerns that ML models that are biased can be
disproportionately harmful for certain segments of the society. Con-
sequently, there is a need for generating human-understandable
explanations for the behavior of ML algorithms to help analysts
to debug and address the bias of a model. The field of eXplainable
Artificial Intelligence (XAI ) aims to address this issue. The primary
focus of XAI has been on generating feature-based explanations
that quantify the extent to which input features contribute to an ML
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model’s predictions. This class of explanations includes methods
based on feature importance quantification [5, 11, 19], surrogate
models, causal and counterfactual methods [8, 11, 14], and differ on
whether they address correlational, causal, counterfactual or con-
trastive patterns. Explanations produced by such systems identify
which features of a test data point are correlated with a mispredic-
tion or bias. However, they do not explain why the model exhibits
this bias. If we only consider data as a source of model bias, these
methods fail to generate diagnostic explanations that let users trace
mispredictions and bias back to the training data. For example,
feature-based approaches cannot generate explanations of the form:
“The main source of gender bias for this classifier, which decides about
loan applications, is its training data, which is biased against the
credit scores of unmarried females who are house owners.”

In this demonstration, we present Gopher, a system that assists
users in debugging the bias of an ML model. Given a fairness met-
ric, Gopher identifies coherent subsets of training data that, when
eliminated or updated, remove or reduce the bias. Explanations are
represented compactly as patterns, e.g., the subset of the training
data representing “unmarried females who are house owners” would
be encoded as a pattern: gender = 𝐹𝑒𝑚𝑎𝑙𝑒 ∧ property = 𝐻𝑜𝑢𝑠𝑒 .
Such patterns have been used to find data slices in which the model
performs poorly [4, 15] but not in the context of fairness. Gopher
uses causal responsibility toward model bias as the metric to identify
the subsets of the training data which significantly impact bias. The
causal responsibility of a subset 𝐷 ′ of the training data 𝐷 is the
amount of bias reduction that is achieved by removing or perturbing
𝐷 ′ and retraining the model over the updated training dataset. Thus,
causal responsibility measures the actual impact that 𝐷 ′ has on
the bias. Gopher uses patterns to compactly describe such subsets
of the training data. However, finding the top-𝑘 explanations (pat-
terns) with the highest causal responsibility is expensive, because
it requires retraining the model for a large number (exponential in
the schema size) of candidate explanations. Gopher implements a
range of optimizations to be able to efficiently compute top-𝑘 ex-
planations: (i) we utilize influence-function-based approximations
for causal responsibility of subsets that do not require retraining
of a model [3, 10]; and (ii) we prune the search space of patterns
by searching through a lattice-based structure inspired by frequent
itemset mining [2]. Explanations generated by Gopher help sys-
tem developers to debug ML algorithms for data errors and bias in
training data. See [13] for details of Gopher.
We make the following contributions in this demonstration:

• We present Gopher, a system that generates interpretable,
training-data-based explanations for debugging ML model bias
by identifying the top-𝑘 training data subsets that contribute
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Figure 1: Main user interface of Gopher. The user selects from a list of datasets, and selects one of the supported classifiers.

Gopher then shows the bias of the generated classifier according to several fairness metrics.

significantly to model bias. Furthermore, we can identify ho-
mogeneous updates to such training data subsets that would
reduce bias (e.g., changing the marital status of female house
owners would reduce bias significantly).

• The demonstration will enable the audience to experience first-
hand how Gopher’s explanations significantly reduce model
bias, and are easily understood and interpreted.

• We will show removal-based and update-based explanations
generated by Gopher over real-world datasets. While removal-
based explanations identify subsets of the training data most
responsible for bias, update-based explanations suggest changes
to these subsets so as to reduce the bias.

While the importance of information pertaining the causes of bias
for building fair ML algorithms is widely accepted in the algorith-
mic fairness literature, no current bias mitigation solution fits all
situations [7, 9, 18]. Gopher is a novel step in this direction that
centers on training data as the source of model bias and detects
“issues" for further analysis.

2 SYSTEM OVERVIEW

This section describes the internals of Gopher. Given a training
dataset, and a classifier trained on this dataset that exhibits bias in
its predictions over some test dataset, Gopher generates the top-𝑘
predicate patterns that explain the bias of the classifier by the most.
In this case, bias of the classifier is captured in terms of fairness
metrics as described next.
Fairness metrics. Gopher supports generating explanations for
three of the most widely used fairness metrics that capture the level
of bias inherent in model predictions over different populations of

the test data. Given a protected attribute (e.g., gender) that divides
the data into privileged and protected groups of individuals (e.g.,
males and females), these fairness metrics indicate how biased the
model’s predictions are for the two groups. Statistical parity com-
putes the difference of the probabilities predicted by the classifier
on the protected group and the privileged group. Equal opportunity
is computed as the difference of true positive rates between the
protected and the privileged groups. Predictive parity is computed
as the difference of predicted positive values on the protected group
and the privileged group.
Format of explanations. Gopher generates explanations in terms
of patterns where a pattern 𝜙 is a conjunction of predicates that
represents a subset of training data. For example, the pattern 𝜙 =

(gender = ‘Female’) ∧ (age < 45) describes data instances where
gender is ‘Female’ and age is less than 45. Such patterns are com-
pact and, hence, are easy to interpret.

To enable sorting patterns with regard to their effect on model
bias,Gopher computes the causal responsibility of a pattern through
an intervention on the training dataset, which is achieved by either
removing or updating the data instances in the pattern.
Removal-based explanations. Gopher identifies patterns such
that when the subset of the training data represented by a pattern
is removed and the model is retrained on the modified training
data, then this causes the greatest possible reduction in model
bias. However, instead of removing the subset of data (satisfying
a pattern) and retraining the model which is prohibitively expen-
sive, Gopher accurately estimates the influence (effect of removing
the subset) through second-order influence function approxima-
tions [3] (please see [13] for details of Gopher’s algorithms). For
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Figure 2: The removal-based explanations module. The user selects the level to indicate the maximum number of predicates in

an explanation, and bounds for support of a pattern. Gopher shows the patterns most responsible for bias of the model selected

in Figure 1, and reports their support, the reduction in model bias achieved by removing the pattern and its interestingness

score. The user also sees how Gopher’s explanations compare against a baseline, FO-tree.

efficient influence estimation, Gopher performs a number of pre-
computations (gradients and Hessian matrices of the loss function
of the ML model), and avoids redundant computations in the later
steps of explanation generation. Even with this optimization, com-
puting the influence of subsets is prohibitively expensive because
the space of patterns grows exponentially with an increase in the
number of attribute. To reduce the huge search space of patterns,
Gopher applies a lattice-based search (inspired by ideas in frequent
itemset mining [2]) with pruning heuristics. First, Gopher only
considers patterns whose support (i.e., fraction of the data satis-
fying the pattern) lies between two user-defined thresholds. The
lower threshold prunes subsets that describe a small portion of the
training data and, thus, are unlikely to identify systematic issues.
The upper threshold ignores subsets that are considered uninter-
esting because the contribution per data instance is very low. The
interestingness of a pattern is captured through an interestingness
score– the higher the score, the more influential the pattern. The
lattice structure is defined in levels that indicate the number of
predicates in a pattern, and hence, its expressiveness. The higher
the level, the larger the number of predicates. Level 0 includes
patterns with single predicates (e.g., gender = 𝐹𝑒𝑚𝑎𝑙𝑒). Level 1
patterns are formed by merging level 0 patterns (e.g., the pattern
gender = 𝐹𝑒𝑚𝑎𝑙𝑒 ∧ property = 𝐻𝑜𝑢𝑠𝑒 is obtained from patterns
gender = 𝐹𝑒𝑚𝑎𝑙𝑒 and property = 𝐻𝑜𝑢𝑠𝑒). Patterns in subsequent
levels are formed by merging patterns sharing exactly one predicate
at the previous level (e.g., patterns gender = 𝐹𝑒𝑚𝑎𝑙𝑒 ∧ property =

𝐻𝑜𝑢𝑠𝑒 and gender = 𝐹𝑒𝑚𝑎𝑙𝑒 ∧ age ≤ 45 are merged to form the
pattern gender = 𝐹𝑒𝑚𝑎𝑙𝑒 ∧property = 𝐻𝑜𝑢𝑠𝑒 ∧age ≤ 45). These
patterns are further pruned during merging: Gopher does not con-
sider patterns with lower responsibility toward model bias than
the patterns it is generated from. Finally, Gopher filters the search
results based on a containment score that controls the data over-
lap between generated explanations, and ensures that the set of
resulting explanations are diverse.

Update-based explanations. In the spirit of modifying the train-
ing data as little as possible, Gopher takes an influential subset of
training data as input and, instead of removing it, finds a homo-
geneous modification to this subset that would reduce model bias.
The main assumption Gopher makes in this process is that as a
result of the modification, the updated model parameters can be
obtained from the original model parameters by taking one step of
gradient descent. Each data point in the subset thus updated is then
projected back to the training data distribution by using projected
gradient descent.

Figures 1 to 3 show the screenshots of Gopher’s GUI. In the
input module (Figure 1), the user can select a dataset and a classi-
fier. Gopher shows the bias of the classifier trained on the chosen
dataset according to several fairness metrics e.g., statistical parity,
equal opportunity, and predictive parity. The user can then explore
removal-based explanations (Figure 2) and updated-based expla-
nations (Figure 3) for the chosen fairness metric as detailed in the
following section.

3 DEMONSTRATION DETAILS

Dataset. We will demonstrate Gopher mainly on the German
Credit dataset [6] that consists of information of 1, 000 bank ac-
count holders with their personal and financial information. The
prediction task is determining whether an individual can be classi-
fied as a good or bad credit risk. Additionally, we provide two other
datasets for users in the demonstration: Adult Income (Adult) [6]
and Stop, Question, and FriskData (SQF) [1].
Classifier. Three classic ML models with twice-differentiable loss
functions will be available in the demonstration: logistic regres-
sion [12], support vector machines (SVM) [12], and a feed-forward
neural network [16] with 1 layer and 10 nodes (which is sufficient
to obtain high predictive accuracy).
Fairness Metrics. Gopherwill compute and present three fairness
metrics to quantify the bias of a model including statistical parity,
equal opportunity and predictive parity [17].
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Figure 3: The update-based explanations module. For the pat-

tern selected in the dropdown menu, Gopher indicates how

it can be updated (i.e., changes to the predicates) to reduce

model bias, and the corresponding reduction compared to

the original bias of the model.

Our demonstration will start by selecting a biased dataset and
a classifier. Gopher will then train the selected model on the se-
lected dataset and output the corresponding predictive accuracy
and fairness metrics. Users can choose one of the fairness metrics
to generate explanations.
Removal-based Explanation Generation. Gopher enables users
to explore tweaking multiple settings of explanation generation
and customize them based on their needs. For example, in Figure 2,
Gopher is set to generate level-3 explanations which means there
are at most 3 predicates combined in an explanation. The user also
selects the lower and upper bounds for the support of the patterns
(the fraction of data instances included in the pattern) to be 5% and
15% respectively. Additionally, users can change the diversity of
removal-based explanations generated by Gopher by adjusting the
containment filter threshold so that the containment scores (fraction
of overlapping data instances) between output patterns are ensured
to stay less than the threshold. Based on the observed fairness
metrics in Figure 1, the user chooses to generate explanations for
statistical parity.

Under the same settings, users can compare explanations gener-
ated by Gopher using second-order influence functions to those
generated by an FO-tree. FO-tree learns a decision tree regressor
over the first-order influence approximations of individual training
data instances. The best explanation in the FO-tree is a path from
the root to the node having the highest influence. As seen in the
comparative results in Figure 2, Gopher generates explanations
that are more interesting than FO-tree because they achieve similar
(or better) reduction in bias by removing fewer data points. Besides,
FO-tree only returns disjoint subsets while Gopher offers some flex-
ibility by adjusting for the diversity of explanations and generates

patterns that might be overlapping in their data instances. Note
that patterns generated by FO-tree are included in the search space
of a special case of Gopher when overlapping is not allowed.
Update-based Explanation Generation. The explanations gener-
ated byGopher consider removal of entire subsets of data instances
as represented by the patterns. However, sometimes it may be more
desirable to perturb the training dataset only minimally. Instead of
removing the subset to mitigate bias, Gopher also supports finding
an update to a pattern (ideally, an influential pattern) such that the
dataset is minimally perturbed and model bias is reduced. Gopher
lets users identify influential patterns through removal-based ex-
planations (as in Figure Figure 2) and update them (as in Figure 3).
Alternatively, Gopher also allows users to specify any pattern that
they would like to update. For example, in Figure 3, user chooses
to update the pattern: age < 45 ∧ gender = 𝐹𝑒𝑚𝑎𝑙𝑒 which was
identified as an influential pattern for bias (statistical parity dif-
ference in this case) of the Logistic Regression classifier trained
on the German dataset in the previous step (as seen in Figure 2).
Gopher updates data instances in this pattern to have age ≥ 45
and gender = 𝑀𝑎𝑙𝑒 , which successfully mitigates bias from −19.6%
to −11.4%.
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